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#### Abstract

A large number of extensions of Banach Contraction Mapping Principle are attempted by many authors in many research papers. Rakotch used a decreasing function on positive real numbers to $[0,1)$ for a contraction type condition and obtained a fixed point theorem. A slight variation of the Rakotch theorem is presented by Geraghty. In the theorem of Geraghty, the function used by Rakotch satisfies the condition that whenever the image sequence under the function converges to 1 then the sequence converges to 0 . Boyd and Wong obtained more general fixed point theorem by replacing the decreasing function in the theorem of Rakotch by an upper semi-continuous function. Matkowski in his fixed point theorem further modified the condition on the function of Rakotch by defining the function from positive real numbers to itself to be monotone non-decreasing and satisfying the condition that is given by limit of the $n$-th composition of that function as $n$ tending to infinity is 0 for all positive real numbers. Browder, Meer and Keeler, Kirk, Suzuki, Alber and Rhoades extended the results further. We have proved two fixed point theorems by taking a function to be an upper semicontinuous function from right. We have also presented two examples to support our theorems. Finally we have generalized a celebrated fixed point theorem by Kannan.
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## Introduction

Stefan Banach, a celebrated Mathematician from Poland, stated and proved the first astonishing fixed point theorem in 1922, known as the "Banach Contraction Mapping Principle" [3]. This theorem is the origin of Metric Fixed Point Theory. Fixed points, Banach Contraction Mapping Principle and Brower Fixed Point theorem has wide applications in many branches of Mathematics. See some of them in [16]. Especially non-linear differential equations can be solved by using Banach Contraction Mapping Principle. Later on this principle has been generalized by many Mathematicians in many different ways. See Baillon [2], Meer and Keeler [9], Kirk [6], Suzuki [15], Alber [1] and Rhoades [13]. In fact vast literature is available regarding the generalization and extension of the noteworthy principle. In this research paper some generalizations of Banach Contraction Mapping Principle are proved. In these results we have modified the conditions of the Banach Contraction Mapping Principle and obtained two fixed point theorems.

## 1. Preliminaries and Definitions

Definition 1.1 (Metric Space) [7] : A "Metric Space" is a pair ( $X, d$ ), where $X$ is a set and $d$ is a metric on $X$ (or distance function on $X$ ), that is, a function defined on $X \times X$ such that for all $x, y, z \in X$ we have:
(M1) $d$ is real-valued, finite and non-negative.
(M2) $d(x, y)=0$ if and only if $x=y$.
$(\mathrm{M} 3) d(x, y)=d(y, x)($ Symmetry $)$
(M4) $d(x, y) \leq d(x, z)+d(z, y)$ (Triangle inequality).
Example 1.1 [7]: The set of all real numbers, taken with the usual metric defined by $d(x, y)=|x-y|$ is a metric space.
Note 1.1 [12] : It is important to note that if $(X, d)$ is a metric space and $A \subseteq X$ then $(A, d)$ is also a metric space.
Definition 1.2 [7] : A "Fixed Point" of a mapping $T: X \rightarrow X$ of a set $X$ into itself is an $x \in X$ which is mapped onto itself, that is $T x=x$.

Definition 1.3 [14] : Let $(X, d)$ be a metric space and let $T$ be a mapping on $X$. Then $T$ is called a "Contraction" if there exists $r \in[0,1)$ such that $d(T x, T y) \leq r d(x, y) \forall x, y \in$ $X$.

The following famous theorem is referred to as the Banach Contraction Mapping Principle.

Theorem 1.1 (Banach) [3] : Let $(X, d)$ be a complete metric space and let $T$ be a contraction on $X$. Then $T$ has a unique fixed point.
Definition 1.4: A sequence $\left\{x_{n}\right\}_{n=1}^{\infty}$ in a metric space $(X, d)$ is said to converge or to be convergent if there is an $x \in X$ such that $\lim _{n \rightarrow \infty} d\left(x_{n}, x\right)=0, x$ is called the limit of $\left\{x_{n}\right\}_{n=1}^{\infty}$ and we write $\lim _{n \rightarrow \infty} x_{n}=x$ or $x_{n} \rightarrow x$ as $n \rightarrow \infty$.
Definition 1.5: A sequence $\left\{x_{n}\right\}_{n=1}^{\infty}$ in a metric space $(X, d)$ is said to be a "Cauchy Sequence" is for every $\epsilon>0$ there is an $N=N(\epsilon)$ such that $d\left(x_{m}, x_{n}\right)<\epsilon$ for every $m, n>N$.

Theorem 1.2 : Every convergent sequence in a metric space is a Cauchy sequence.
Note 1.2: The converse of the above theorem is not true in general. That is a Cauchy sequence in a metric space $X$ may or may not converge in $X$.
Definition 1.6: A metric space ( $X, d$ ) is said to be a "Complete Metric Space" if every Cauchy Sequence in $X$ converges in $X$.
Definition 1.7: A function $\psi: \mathbb{R} \rightarrow[0, \infty)$ is said to be an "Upper Semi-Continuous from right" if for any sequence $\left\{t_{n}\right\}_{n=1}^{\infty}$ converging to $t \geq 0, \limsup _{n \rightarrow \infty} \psi\left(t_{n}\right) \leq \psi(t)$.
Example 1.2: Define the function $\psi: \mathbb{R}^{+} \rightarrow[0, \infty$ as follows:

$$
\psi(t)= \begin{cases}\sqrt{t}, & \text { if } t \in[0,1) \\ \sqrt{t}+1, & \text { if } t \in[1, \infty)\end{cases}
$$

We see that the function is discontinuous at $t=1$. We have $\psi(1)=2$. As $t \rightarrow 1$ from right we have $\lim _{t \rightarrow 1} \psi(t)=2 \leq 2$ and from left $\limsup _{t \rightarrow 1} \psi(t)=1 \leq 2$. Thus the function is upper semi-continuous from right.
Theorem 1.3 (Rakotch) [11] : Let $(X, d)$ be a complete metric space and suppose that $T: X \rightarrow X$ satisfies $d(T x, T y) \leq \psi(d(x, y)) d(x, y)$ for all $x, y \in X$, where $\psi$ is a decreasing function on $\mathbb{R}^{+}$to $[0,1)$. Then $T$ has a unique fixed point.
A slight variation of the Rakotch Theorem 1.3 is given by Geraghty as follows.
Theorem 1.4 (Geraghty) [5] : Let $(X, d)$ be a complete metric space and suppose
that $T: X \rightarrow X$ satisfies $d(T x, T y) \leq \psi(d(x, y)) d(x, y)$ for all $x, y \in X$ where $\psi\left(t_{n}\right) \rightarrow$ $1 \Rightarrow t_{n} \rightarrow 0$. Then $T$ has a unique fixed point.
Theorem 1.5 (Boyd-Wong) [4] : Let $(X, d)$ be a complete metric space and suppose that $T: X \rightarrow X$ satisfies $d(T x, T y) \leq \psi(d(x, y))$ for all $x, y \in X$, where $\psi: \mathbb{R} \rightarrow[0, \infty)$ is upper semi continuous from the right and satisfies $0 \leq \psi(t)<t$ for all $t>0$. Then $T$ has a unique fixed point in $X$.

Matkowski replaced the condition of upper semi-continuity on $\psi$ by the another condition and stated and proved the following theorem.
Theorem 1.6 (Matkowski) [8] : Let $(X, d)$ be a complete metric space and suppose that $T: X \rightarrow X$ satisfies $d(T x, T y) \leq \psi(d(x, y))$ for all $x, y \in X$, where $\psi:(0, \infty) \rightarrow$ $(0, \infty)$ is monotone non-decreasing and satisfies $\lim _{n \rightarrow \infty} \psi^{n}(t)=0$ for all $t>0$. Then $T$ has a unique fixed point in $X$.
Meer and Keeler used a diverse approach and extended the theorem of Boyd and Wong as follows.

Theorem 1.7 (Meer and Keeler) [9] : Let $(X, d)$ be a complete metric space and suppose that $T: X \rightarrow X$ satisfies the condition: for each $\epsilon>0$, there exists $\delta>0$ such that for all $x, y \in X, \epsilon \leq d(x, y) \leq \epsilon+\delta \Rightarrow d(T x, T y) \leq \epsilon$. Then $T$ has a unique fixed point.

Rhoades extended the Banach Contraction Mapping Principle as follows.
Theorem 1.8 (Rhoades) [13] : Let $(X, d)$ be a complete metric space and suppose that $T: X \rightarrow X$ satisfies $d(T x, T y) \leq d(x, y)-\psi(d(x, y))$ for all $x, y \in X$ where $\psi:(0, \infty) \rightarrow(0, \infty)$ is continuous and non-decreasing function such that $\psi(t)=0$ if and only if $t=0$. Then $T$ has a unique fixed point.

## 2. Main Results

Now we state and prove two fixed point theorems in which we use the function $\psi: \mathbb{R} \rightarrow$ $[0, \infty)$ which is an upper semi-continuous from right.

Theorem 2.1: Let $(X, d)$ be a complete metric space and suppose that $T: X \rightarrow X$ satisfies $d(T x, T y) \leq \psi(\alpha d(x, T x)+\beta d(y, T y))$ for all $x, y \in X$, where, $\psi: \mathbb{R} \rightarrow[0, \infty)$ is upper semi continuous from the right and satisfies $0 \leq \psi(t)<t$ for all $t>0, \psi(0)=0$. Also $0<\alpha+\beta<1, \alpha>0, \beta>0$. Then $T$ has a unique fixed point in $X$.
Proof : Let $x_{0} \in X$ be an arbitrary but a fixed element in $X$. Define a sequence of
iterates $\left\{x_{n}\right\}_{n=1}^{\infty}$ in $X$ by

$$
x_{1}=T x_{0}, x_{2}=T x_{1}=T^{2} x_{0}, x_{3}=T x_{2}=T^{3} x_{0}, \cdots, x_{n}=T x_{n-1}=T^{n} x_{0}, \cdots
$$

Now consider,

$$
\begin{aligned}
& d\left(x_{n+1}, x_{n}<d\left(T x_{n}, T x_{n-1}\right)\right. \\
& \leq \psi\left(\alpha d\left(x_{n}, T x_{n}\right)+\beta d\left(x_{n-1}, T x_{n-1}\right)\right) \\
& =\psi\left(\alpha d\left(x_{n}, x_{n+1}\right)+\beta d\left(x_{n-1}, T x_{n}\right)\right) \\
& <\alpha d\left(x_{n}, x_{n+1}\right)+\beta d\left(x_{n-1}, T x_{n}\right) \quad(\because \psi(t)<t)
\end{aligned}
$$

Thus,

$$
\begin{aligned}
& d\left(x_{n+1}, x_{n}\right)<\alpha d\left(x_{n}, x_{n+1}\right)+\beta d\left(x_{n-1}, x_{n}\right) \\
& \therefore \quad(1-\alpha) d\left(x_{n+1}, x_{n}\right)<\beta d\left(x_{n-1}, x_{n}\right) \\
& \therefore \quad d\left(x_{n+1}, x_{n}\right)<\frac{\beta}{1-\alpha} d\left(x_{n-1}, x_{n}\right) \\
& \therefore \quad d\left(x_{n+1}, x_{n}\right)<h d\left(x_{n-1}, x_{n}\right)
\end{aligned}
$$

where, $h=\frac{\beta}{1-\alpha}$. Here $0<h<1$ because $0<\alpha+\beta<1, \alpha>0, \beta>0$. Continuing in this way, we get $d\left(x_{n+1}, x_{n}\right)<h^{n} d\left(x_{0}, x_{1}\right)$. Taking limit as $n \rightarrow \infty$ we get, $d\left(x_{n+1}, x_{n}\right) \rightarrow$ $0(\because 0<h<1)$.

Therefore $\left\{x_{n}\right\}_{n=1}^{\infty}$ is a Cauchy sequence in $X$. As $X$ is a complete metric space, there exists $x \in X$ such that $\lim _{n \rightarrow \infty} x_{n}=x$. We shall show that $x$ is a fixed point of $T$. As $T$ a is continuous function we have, $x=\lim _{n \rightarrow \infty} x_{n}=\lim _{n \rightarrow \infty} T x_{n-1}=T\left(\lim _{n \rightarrow \infty} x_{n-1}\right)=T x .$. Therefore $T x=x$ and $x$ is a fixed point of $T$. Next we shall show that $x$ is unique fixed point of $T$. Let $y \in X$ be another fixed point of $T$. Consider

$$
\begin{array}{rlrl}
d(x, y) & =d(T x, T y) \leq \psi(\alpha d(x, T x)+\beta d(y, T y)) \\
& =\psi(\alpha d(x, x)+\beta d(y, y)) \quad(\because T x=x, T y=y) \\
& =\psi(0) \quad(\text { See } \mathrm{M}(2) \text { of Definition 1.1) } \\
& =0 & (\because \psi(0)=0)
\end{array}
$$

$\therefore \quad d(x, y)=0$.
Thus $x=y$, by $\mathrm{M}(2)$ of Definition 1.1, and hence the fixed point of $T$ is unique.

Theorem 2.2: Let $(X, d)$ be a complete metric space and suppose that $T: X \rightarrow X$ satisfies $d(T x, T y) \leq \alpha \psi(d(x, T x))+\beta \psi(d(y, T y)))$ for all $x, y \in X$ where, $\psi: \mathbb{R} \rightarrow$ $[0, \infty)$ is upper semi continuous from the right and satisfies $0 \leq \psi(t)<T$ for all $t>0, \psi(0)=0$. Also $0<\alpha+\beta<1, \alpha>0, \beta>0$. Then $T$ has a unique fixed point in $X$.

Proof : Let $x_{0} \in X$ be an arbitrary but a fixed element in $X$. Define a sequence of iterates $\left\{x_{n}\right\}_{n=1}^{\infty}$ in $X$ by

$$
x_{1}=T x_{0}, x_{2}=T x_{1}=T^{2} x_{0}, x_{3}=T x_{2}=T^{3} x_{0}, \cdots, x_{n}=T x_{n-1}=T^{n} x_{0}, \cdots
$$

Now consider,

$$
\begin{aligned}
d\left(x_{n+1}, x_{n}\right)= & d\left(T x_{n}, T x_{n-1}\right) \leq \alpha \psi\left(d\left(x_{n}, T x_{n}\right)\right)+\beta \psi\left(d\left(x_{n-1}, T x_{n-1}\right)\right) \\
= & \alpha \psi\left(d\left(x_{n}, x_{n+1}\right)\right)+\beta \psi\left(d\left(x_{n-1}, x_{n}\right)\right)<\alpha d\left(x_{n}, x_{n+1}\right)+\beta d\left(x_{n-1}, x_{n}\right) \\
& (\because \quad \psi(t)<t) .
\end{aligned}
$$

Thus

$$
\begin{gathered}
d\left(x_{n+1}, x_{n}\right)<\alpha d\left(x_{n}, x_{n+1}\right)+\beta d\left(x_{n-1}, x_{n}\right) \\
\therefore \quad(1-\alpha) d\left(x_{n+1}, x_{n}\right)<\beta d\left(x_{n-1}, x_{n}\right) \\
\therefore \quad\left(d_{n+1}, x_{n}\right)<\frac{\beta}{1-\alpha} d\left(x_{n-1}, x_{n}\right) \\
\therefore \quad d\left(x_{n+1}, x_{n}\right)<h d\left(x_{n-1}, x_{n}\right)
\end{gathered}
$$

where, $h=\frac{\beta}{1-\alpha}$. Here $0<h<1$ because $0<\alpha+\beta<1, \alpha>0, \beta>0$.
Continuing in this way, we get $d\left(x_{n+1}, x_{n}\right)<h^{n} d\left(x_{0}, x_{1}\right)$. Taking limit as $n \rightarrow \infty$ we get, $d\left(x_{n+1}, x_{n}\right) \rightarrow 0(\because 0<h<1)$.
Therefore $\left\{x_{n}\right\}_{n=1}^{\infty}$ is a Cauchy sequence in $X$. As $X$ is a complete metric space, there exists $x \in X$ such that $\lim _{n \rightarrow \infty} x_{n}=x$. We shall show that $x$ is a fixed point of $T$. As $T$ is a continuous function we have, $x=\lim _{n \rightarrow \infty} x_{n}=\lim _{n \rightarrow \infty} T x_{n-1}=T\left(\lim _{n \rightarrow \infty} x_{n-1}\right)=T x$. Therefore $T x=x$ and $x$ is a fixed point of $T$. Next we shall show that $x$ is unique fixed point of $T$. Let $y \in X$ be another fixed point of $T$. Consider

$$
\begin{aligned}
d(x, y) & =d(T x, T y) \leq \alpha \psi(d(x, T x)+\beta \psi(d(y, T y)) \\
& =\alpha \psi(d(x, x))+\beta \psi(d(y, y)) \quad(\because T x=x, T y=y) \\
& =\alpha \psi(0)+\beta \psi(0) \\
& =0 \quad(\text { See M(2) of Definition 1.1 }) \\
& (\because \psi(0)=0) .
\end{aligned}
$$

$\therefore \quad d(x, y)=0$.
Thus $x=y$ and hence the fixed point of $T$ is unique.
Example 2.1 : Consider the metric space $\left(\mathbb{R}^{+},| |\right)$, that is the metric space of nonnegative real numbers with the absolute value metric. See example 1.1 and note 1.1. This metric space is a complete metric space. Define the function $T: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$by $T x=\frac{x}{13}$. Define the function $\psi: \mathbb{R}^{+} \rightarrow[0, \infty)$ by

$$
\psi(t)= \begin{cases}\frac{t}{4}, & \text { if } 0 \leq t<2 \\ \frac{t}{2}, & \text { if } 2 \leq t<\infty\end{cases}
$$

The graph of the function $\psi(t)$ is as follows.


Figure 2.1: The graph of the function $\psi(t)$ shows that it is upper semi-
continuous from right and $\psi(t)<t$ and also $\psi(0)=0$.

It is straight forward to see that the function $\psi(t)$ defined above is continuous at every point except at $t=2$. As $t \rightarrow 2$ from right we have $\lim _{t \rightarrow 2} \psi(t)=1 \leq 1$ and from left we have $\limsup _{t \rightarrow 2} \psi(t)=\frac{1}{2} \leq 1$, where $\psi(2)=1$.
Thus clearly the function $\psi(t)$ is upper semi-continuous from right. It also satisfies $0<\psi(t)<t$ for $t>0$, because the $\frac{t}{4}<t, \frac{t}{2}<t \forall t \in \mathbb{R}^{+}$. This fact can also be easily seen from the graph of $\psi$. The graph of $\psi(t)$ lies below the line $y=x$. Also $\psi(0)=0$. Choose $\alpha=\beta=\frac{1}{3}$. Then we can verify that the condition in the Theorem 2.1 , that is $d(T x, T y) \leq \psi(\alpha d(x, T x)+\beta d(y, T y))$ for all $x, y \in \mathbb{R}^{+}$is satisfied.

We observe that $d(T x, T y)=d\left(\frac{x}{13}, \frac{y}{13}\right)=\frac{|x-y|}{13}$.
Also

$$
\begin{aligned}
\psi(\alpha d(x, T x)+\beta d(y, T y)) & =\psi\left(\frac{1}{3} d\left(x, \frac{x}{13}\right)+\frac{1}{3} d\left(y, \frac{y}{13}\right)\right) \\
& =\psi\left(\frac{1}{3}\left(\frac{12 x}{13}\right)+\frac{1}{3}\left(\frac{12 y}{13}\right)\right)=\psi\left(\frac{4(x+y)}{13}\right) .
\end{aligned}
$$

Now we consider all the three cases of values of $\frac{4(x+y)}{13}$ as shown in the following figure.
Case 1: $\frac{4(x+y)}{13}=0$.
Case 2: $0<\frac{4(x+y)}{13}<2$.
Case 3: $2 \leq \frac{4(x+y)}{13}<\infty$.


Figure 2.2: Regions showing different values of $\frac{4(x+y)}{13}$

Case 1: $\frac{4(x+y)}{13}=0$. That is $x=0, y=0$, because $x \geq 0, y \geq 0$.
Then $d(T x, T y)=\frac{|x-y|}{13}=\frac{|0-0|}{13}=\frac{0}{13}=0$ and $\psi\left(\frac{4(x+y)}{13}\right)=\psi(0)=0$.
Thus $d(T x, T y)=0 \leq 0=\psi(\alpha d(x, T x)+\beta d(y, T y))$.
Case 2;0< $\frac{4(x+y)}{13}<2$. That is $0<x+y<\frac{26}{4}=\frac{13}{2}$.
Then $d(T x, T y)=\frac{|x-y|}{13}$ and $\psi\left(\frac{4(x+y)}{13}\right)=\frac{\frac{4(x+y)}{13}}{4}=\frac{x+y}{13}$.

Clearly $\frac{|x-y|}{13} \leq \frac{x+y}{13}$ for all $x, y$ satisfying $0<x+y<\frac{26}{4}=\frac{13}{2}$.
Hence $d(T x, T y)=\frac{|x-y|}{13} \leq \frac{x+y}{13}=\psi(\alpha d(x, T x)+\beta d(y, T y))$.
Case 3:2 $5 \frac{4(x+y)}{13}<\infty$. That is $\frac{13}{2}=\frac{26}{4} \leq x+y<\infty$. Then $d(T x, T y)=\frac{|x-y|}{13}$.

$$
\psi\left(\frac{4(x+y)}{13}\right)=\frac{\frac{4(x+y)}{13}}{2}=\frac{2(x+y)}{13}
$$

Clearly $\frac{|x-y|}{13} \leq \frac{2(x+y)}{13}$ for all $x, y$ satisfying $\frac{26}{4} \leq x+y<\infty$.
Hence $d(T x, T y)=\frac{|x-y|}{13} \leq \frac{2(x+y)}{13}=\psi(\alpha d(x, T x)+\beta d(y, T y))$.
Thus in all the cases we have $d(T x, T y) \leq \psi(\alpha d(x, T x)+\beta d(y, T y))$.
Therefore the condition of the theorem 2.1 is satisfied. We observe that $x=0$ is the unique fixed point of $T$.
Example 2.2: Consider the metric space $\left(\mathbb{R}^{+},| |\right)$, that is the metric space of nonnegative real numbers with the absolute value metric. This metric space is a complete metric space. Define the function $T: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$and the function $\psi: \mathbb{R}^{+} \rightarrow[0, \infty$ as in Example 2.1 above. Choose $\alpha=\beta=\frac{1}{3}$. Then we can verify that the condition in the Theorem 2.2, that is $d(T x, T y) \leq \alpha \psi(d(x, T x))+\beta \psi(d(y, T y))$ for all $x, y \in \mathbb{R}^{+}$is satisfied.
We observe that $d(T x, T y)=d\left(\frac{x}{13}, \frac{y}{13}\right)=\frac{|x-y|}{13}$. Also

$$
\begin{aligned}
\alpha \psi(d(x, T x))+\beta \psi(d(y, T y)) & =\alpha \psi\left(d\left(x, \frac{x}{13}\right)\right)+\beta \psi\left(d\left(y, \frac{y}{13}\right)\right) \\
& =\frac{1}{3} \psi\left(\frac{12}{x}\right)+\frac{1}{3} \psi\left(\frac{12 y}{13}\right) .
\end{aligned}
$$

Now we consider the all the four cases of values of $\frac{12 x}{13}$ and $\frac{12 y}{13}$.
Case 1: $\frac{12}{x}=0, \frac{12 y}{13}=0$.
Case 2: $\frac{12 x}{13}=0, \frac{12 y}{13} \neq 0$.
Sub-case 1: $0<\frac{12 y}{13}<2$.
Sub-case 2: $2 \leq \frac{12 y}{13}<\infty$.
Case 3: $\frac{12 x}{13} \neq 0, \quad \frac{12 y}{13}=0$.
Sub-case 1: $0<\frac{12 x}{13}<2$.
Sub-case 2: $2 \leq \frac{12 x}{13}<\infty$.
Case 4: $\frac{12 x}{13} \neq 0, \quad \frac{12 y}{13} \neq 0$.
Sub-case 1: $0<\frac{12 x}{13}<2, \quad 0<\frac{12 y}{13}<2$.
Sub-case 2: $0<\frac{12 x}{13}<2, \quad 2 \leq \frac{12 y}{13}<\infty$.

Sub-case 3: $2 \leq \frac{12 x}{13}<\infty, \quad 0<\frac{12 y}{13}<2$.
Sub-case 4: $2 \leq \frac{12 x}{13}<\infty, \quad 2 \leq \frac{12 y}{13}<\infty$.
These cases are shown in the following figure.


Figure 2.3: Regions showing different values of $\frac{12 x}{13}$ and $\frac{12 y}{13}$.

Case 1: $\frac{12 x}{13}=\frac{12 y}{13}=0$, that is $x=y=0$.
Then $d(T x, T y)=\frac{|x-y|}{13}=\frac{|0-0|}{13}=\frac{0}{13}=0$ and

$$
\alpha \psi(d(x, T x))+\beta \psi(d(y, T y))=\frac{1}{3} \psi(0)+\frac{1}{3} \psi(0)=0+0=0 .
$$

Thus $d(T x, T y)=0 \leq 0=\alpha \psi(d(x, T x))+\beta \psi(d(y, T y))$.
Case 2: $\frac{12 x}{13}=0, \frac{12 y}{13} \neq 0$. That is $x=0$ and $y \neq 0$.
Sub-case 1 of Case 2: $0<\frac{12 y}{13}<2$. That is $0<y<\frac{26}{12}=\frac{13}{6}$.
Then $d(T x, T y)=\frac{|x-y|}{13}=\frac{|0-y|}{13}=\frac{y}{13}=0$ and

$$
\alpha \psi(d(x, T x))+\beta \psi(d(y, T y))=\frac{1}{3} \psi(0)+\frac{1}{3} \psi\left(\frac{12 y}{13}\right)=0+\frac{1}{3} \frac{\left(\frac{12 y}{13}\right)}{4}=\frac{y}{13} .
$$

Thus $d(T x, T y)=\frac{y}{13} \leq \frac{y}{13}=\alpha \psi(d(x, T x))+\beta \psi(d(y, T y))$.

Sub-case 2 of Case 2: $2 \leq \frac{12 y}{13}$. That is $\frac{26}{12}=\frac{13}{6} \leq y<\infty$.
Then $d(T x, T y)=\frac{|x-y|}{13}=\frac{|0-y|}{13}=\frac{y}{13}$ and

$$
\alpha \psi(d(x, T x))+\beta \psi(d(y, T y))=\frac{1}{3} \psi(0)+\frac{1}{3} \psi\left(\frac{12 y}{13}\right)=0+\frac{1}{3} \frac{\left(\frac{12 y}{13}\right)}{2}=\frac{2 y}{13} .
$$

Thus $d(T x, T y)=\frac{y}{13} \leq \frac{2 y}{13}=\alpha \psi(d(x, T x))+\beta \psi(d(y, T y))$.
Case 3: $\frac{12 x}{13} \neq 0, \quad \frac{12 y}{13}=0$. That is $x \neq 0$ and $y=0$.
This case is similar to the Case 2 , with $x$ and $y$ interchanged.
Case 4: $\frac{12 x}{13} \neq 0, \quad \frac{12 y}{13} \neq 0$. Thatis $x \neq 0$ and $y \neq 0$.
Sub-case 1 of Case 4:0< $12 x<2, \quad 0<\frac{12 y}{13}<2$. Then $d(T x, T y)=\frac{|x-y|}{13}$ and
$\alpha \psi(d(x, T x))+\beta \psi(d(y, T y))=\frac{1}{3} \psi\left(\frac{12 x}{13}\right)+\frac{1}{3} \psi\left(\frac{12 y}{13}\right)=\frac{1}{3} \frac{\left(\frac{12 x}{13}\right)}{4}+\frac{1}{3} \frac{\left(\frac{12 y}{13}\right)}{4}=\frac{x+y}{13}$.
Thus $d(T x, T y)=\frac{|x-y|}{13} \leq \frac{x+y}{13}=\alpha \psi(d(x, T x))+\beta \psi(d(y, T y))$.
Sub-case 2 of Case 4:0< $12 x<2, \quad 2 \leq \frac{12 y}{13}<\infty$. Then $d(T x, T y)=\frac{|x-y|}{13}$ and

$$
\begin{gathered}
\alpha \psi(d(x, T x))+\beta \psi(d(y, T y))=\frac{1}{3} \psi\left(\frac{12 x}{13}\right)+\frac{1}{3} \psi\left(\frac{12 y}{13}\right)=\frac{1}{3} \frac{\left(\frac{12 x}{13}\right)}{4}+\frac{1}{3} \frac{\left(\frac{12 y}{13}\right)}{2}=\frac{x+2 y}{13} . \\
d(T x, T y)=\frac{|x-y|}{13} \leq \frac{x+2 y}{13}=\alpha \psi(d(x, T x))+\beta \psi(d(y, T y)) .
\end{gathered}
$$

Sub-case 3 of Case 4: $2 \leq \frac{12 x}{13}<\infty, \quad 0<\frac{12 y}{13}<2$.
This case is similar to the Case 2 above, with $x$ and $y$ interchanged and we conclude that

$$
d(T x, T y)=\frac{|x-y|}{13} \leq \frac{2 x+y}{13}=\alpha \psi(d(x, T x))+\beta \psi(d(y, T y)) .
$$

Sub-case 4 of Case $4: 2 \leq \frac{12 x}{13}<\infty, \quad 2 \leq \frac{12 y}{13}<\infty$. Then $d(T x, T y)=\frac{|x-y|}{13}$ and
$\alpha \psi(d(x, T x))+\beta \psi(d(y, T y))=\frac{1}{3} \psi\left(\frac{12 x}{13}\right)+\frac{1}{3} \psi\left(\frac{12 y}{13}\right)=\frac{1}{3} \frac{\left(\frac{12 x}{13}\right)}{2}+\frac{1}{3} \frac{\left(\frac{12 y}{13}\right)}{2}=\frac{2(x+y)}{13}$.
Thus $d(T x, T y)=\frac{|x-y|}{13} \leq \frac{2(x+y)}{13}=\alpha \psi(d(x, T x))+\beta \psi(d(y, T y))$.
Thus in all cases $d(T x, T y) \leq \alpha \psi(d(x, T x))+\beta \psi(d(y, T y))$.
Thus the condition of the Theorem 2.2 is satisfied. We observe that $x=0$ is the unique fixed point of $T$.

Remark 2.1: If we take $\psi$ to be an identity mapping and $\alpha=\beta=\frac{1}{3}$ in the Theorems 2.1 and 2.2, then we get the Kannan Fixed Point Theorem [10] for $r=\frac{1}{3}$ which states as follows:
Let $(X, d)$ be a complete metric space and let $T: X \rightarrow X$ be satisfy the condition $d(T x, T y) \leq r\{d(x, T x)+d(y, T y)\}, \quad \forall x, y \in X$, where $r \in\left[0, \frac{1}{2}\right)$, then $T$ has unique fixed point in $X$.

## 3. Conclusion

The Theorems 2.1 and 2.2 are the new theorems in the series of fixed point theorems that use a semi-continuous function to impose the contractive type condition on $T$. We have also given two examples and explained them in detail to prove that our fixed point theorems indeed exists. We conclude that the famous Kannan fixed point theorem [10] is obtained by replacing a semi-continuous function by the identity function that is continuous and taking the Kannan constant $1 / 3$ in our theorems.
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