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#### Abstract

Normal bases are widely used in various cryptographic functions and algorithms to provide the confidentiality, integrity and security to the messages. These are important in efficient computation of the arithmetic of finite fields. Let $\alpha$ be a normal element of $\mathbb{F}_{2^{n}}$ over $\mathbb{F}_{2}$ and the vector $u=\left\{u_{0}, u_{1}, \ldots, u_{n-1}\right\}$ is symmetric if $u_{i}=u_{n-i}$ for all $1 \leq i \leq n-1$. We show that there exists a normal element $\alpha$ corresponding to a prescribed vector $u$ such that $u_{i}=\operatorname{Tr}_{2^{n} \mid 2}\left(\alpha^{2^{2 i}-2^{i}+1}\right)$ for $0 \leq i \leq n-1$, where $n$ is positive integer if and only if vector $u$ is symmetric and $u_{0}=1, \sum u_{i}=1$, for odd $n \geq 3$.


## 1. Introduction

Let $\mathbb{F}_{q}$ be a finite field and $\mathbb{F}_{q^{m}}$ be the subfield of $\mathbb{F}_{q^{n}}$. If $\alpha \in \mathbb{F}_{q^{n}}$ and $\left\{\alpha, \alpha^{q}, \ldots, \alpha^{q^{n-1}}\right\}$ is a basis for $\mathbb{F}_{q^{n}}$ over $\mathbb{F}_{q}$, then the basis is a normal basis of $\mathbb{F}_{q^{n}}$ over $\mathbb{F}_{q}$, and $\alpha$ is a normal element, see [5]. For any positive integer $n$, and $m$ dividing $n$, the trace function from $\mathbb{F}_{2^{n}} \rightarrow \mathbb{F}_{2^{m}}$, denoted by $T r_{m}^{n}$ is the mapping defined as
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$$
\begin{equation*}
\operatorname{Tr}_{m}^{n}(\alpha)=\sum_{i=0}^{\frac{n}{m}-1} \alpha^{2^{i m}}=\alpha+\alpha^{2^{m}}+\alpha^{2^{2 m}}+\ldots+\alpha^{2^{n-m}} \tag{1.1}
\end{equation*}
$$

Normal bases of finite fields are discussed briefly in $[1,5,12,17,19]$. The normal basis theorem is discussed along with proof in [13]. Due to the fast arithmetic computational properties of normal bases over finite fields they are used in cryptography, hardware and software multipliers . Normal bases design simple and fast multipliers of finite fields, see [20]. Massey and Omura [6, 8] used the normal bases over the finite fields with characteristic 2 . Low complexity self dual normal basis multiplier over $\mathbb{F}_{2}$ is discussed by Wang [3]. Normal bases are also used for doing arithmetic operations, exponentiation processes in all applications of computers, see $[8,11,15]$. Self dual normal bases are used in cryptographic algorithims, but they do not exist for every finite field extension. Therefore, the trace self-orthogonal relation can be used in place of self dual normal bases in that case. The self dual normal basis Theorem [2] states that there is a self dual normal basis of $\mathbb{F}_{q^{n}}$ over $\mathbb{F}_{q}$ if and only if either $q$ and $n$ are odd or $q$ is even and $n \neq 0(\bmod 4)$.
The number of non zero entries in the prescribed trace vector gives the hamming weight of the corresponding normal element. Generally, normal bases having low hamming weight are used to reduce the cycle bit shift operations in arithmetic processes and trace computations. At present irreducible polynomials over finite fields are used in all applications of computers. Different constructions of irreducible polynomials are discussed in $[9,10]$. A polynomial

$$
\begin{equation*}
f(x)=u_{0}+u_{1} x+u_{2} x^{2}+\ldots+u_{n-1} x^{n-1} \tag{1.2}
\end{equation*}
$$

is said to be symmetric if $u_{i}=u_{n-i}$ for all $1 \leq i \leq n-1$. The reciprocal polynomial of

$$
\begin{equation*}
q(x)=\sum_{0 \leq i \leq n-1} u_{i} x^{i} \in \mathbb{F}_{2^{n}}[x] /\left(x^{n}-1\right) \tag{1.3}
\end{equation*}
$$

is defined as the polynomial

$$
\begin{equation*}
q^{*}(x)=\sum_{0 \leq i \leq n-1} u_{i} x^{n-i}\left(\bmod x^{n}-1\right) \tag{1.4}
\end{equation*}
$$

The corresponding vector $u$ of the element $\alpha \in \mathbb{F}_{q^{n}}$ is obtained from the trace self orthogonal relations. The selection of good self- orthogonal relations of normal bases
means that there exists more simple relation between Boolean and trace function, see [20]. When $\alpha$ is taken from normal basis set then the function $f(\alpha)=\operatorname{Tr}_{2^{n} \mid 2}\left(\alpha^{m}\right) \in \mathbb{F}_{2^{n}}$, where $1<m<2^{n}-1$, becomes the rotation symmetric Boolean function. Therefore, cryptographic algorithms are also studied by using rotation symmetric Boolean function, see [18]. We consider the ring $\mathbb{F}_{2}[x] /\left(x^{n}-1\right)$ for the arithmetic of all polynomials and give some lemmas and theorems related to this ring.

## 2. Main Results

The prescribed vector $u_{i}=T r_{2^{n} \mid 2}\left(\alpha^{2^{2 i}-2^{i}+1}\right)$ is symmetric vector and the polynomials formed by the coefficients of this vector are also symmetric. Therefore, the [Lemma 2.4, 20] and [Theorem 2.5, 20] also holds true for this prescribed vector $u_{i}$. By using this fact we have the following theorems and lemmas.
Theorem 2.1 For odd $n \geq 3$, suppose that

$$
p(y)=\sum_{0 \leq i \leq n-1} u_{i} y^{i} \in \mathbb{F}_{2}[y] /\left(y^{n}-1\right)
$$

with $u_{0}=1$. Then $p(y)=q(y) q^{*}(y)$ for some

$$
q(y)=\sum_{0 \leq i \leq n-1} v_{i} y^{i} \in \mathbb{F}_{2}[y] /\left(y^{n}-1\right)
$$

if and only if $p(y) \in P(y)$, where

$$
P=\left\{\begin{array}{l|l}
p(y)=\sum_{0 \leq i \leq n-1} u_{i} y^{i} \in \mathbb{F}_{2}[y] /\left(y^{n}-1\right) & \begin{array}{c}
\sum_{0 \leq i \leq n-1,(i, 2)=1} u_{i}=1 \\
u_{0}=1 \\
u_{i}=u_{n-i} \text { for } 1 \leq i \leq n-1
\end{array} \tag{2.1}
\end{array}\right\}
$$

Also, $p(y) \in P(y)$ has a unique factorization $p(y)=q(y) q^{*}(y)$ for some $q(y) \in Q$, where,

$$
Q=\left\{\begin{array}{l|c}
q(y)=\sum_{0 \leq i \leq n-1} v_{i} y^{i} \in \mathbb{F}_{2}[y] /\left(y^{n}-1\right) & \begin{array}{c}
v_{0}=1, v_{n-1} \neq 0 \\
v_{2}=0, v_{1} \neq 0 \\
\text { and } v_{i}=v_{n-1-i} \\
\text { for } 1 \leq i \neq 2 \leq n-1 .
\end{array} \tag{2.2}
\end{array}\right\}
$$

Proof Let us assume that

$$
\begin{equation*}
p(y)=q(y) q^{*}(y) \tag{2.3}
\end{equation*}
$$

for some

$$
q(y)=\sum_{0 \leq i \leq n-1} v_{i} y^{i} \in \mathbb{F}_{2}[y] /\left(y^{n}-1\right) .
$$

Since, $p(y)=q(y) q^{*}(y)$ is equivalent to the following system of equations

$$
\left\{\begin{array}{c}
p_{0}\left(y_{0}, y_{1}, \ldots, y_{n-1}\right)=y_{0}+y_{1}+\ldots+y_{n-1}=1,  \tag{2.4}\\
p_{j}\left(y_{0}, y_{1}, \ldots, y_{n-1}\right)=\sum_{0 \leq i \leq n-1} y_{i} y_{i+j}=u_{n-j}, 1 \leq j \leq n-1
\end{array}\right\} .
$$

For $1 \leq j \leq n-1$, it follows from (2.1) and (2.3) that

$$
\begin{align*}
p_{j}\left(y_{0}, y_{1}, \ldots, y_{n-1}\right) & =u_{n-j} \\
& =y_{0} y_{j}+y_{1} y_{1+j}+y_{2} y_{2+j}+\ldots+y_{n-1} y_{j-1} \\
& =y_{0} y_{n-j}+y_{1} y_{n-j+1}+y_{2} y_{n-j+2}+\ldots+y_{n-1} y_{n-j-1} \\
& =u_{j} \\
& =p_{n-j}\left(y_{0}, y_{1}, \ldots, y_{n-1}\right) \tag{2.5}
\end{align*}
$$

It is clear from (2.2) and (2.3) that $v=\left(v_{0}, v_{1}, \ldots, v_{n-1}\right) \in \mathbb{F}_{2^{n}}$ is the solution of (2.5) and hence the solution of (2.4). Therefore, first part of (2.4) gives

$$
p_{0}\left(v_{0}, v_{1}, \ldots, v_{n-1}\right)=v_{0}+v_{1}+, \ldots,+v_{n-1}
$$

Also for $\mathbb{F}_{2^{n}}$

$$
\left(\sum_{(i, 2)>1} v_{i}\right)+\left(\sum_{(i, 2)=1} v_{i}\right)=0
$$

and

$$
\begin{equation*}
\left(\sum_{(i, 2)>1} v_{i}\right) \cdot\left(\sum_{(i, 2)=1} v_{i}\right)=1 \tag{2.6}
\end{equation*}
$$

Using second part of (2.4) and (2.6), we have

$$
\begin{align*}
\left(\sum_{(i, 2)>1} v_{i}\right) \cdot\left(\sum_{(i, 2)=1} v_{i}\right) & =\sum_{0 \leq j \leq n-1} \sum_{0 \leq i \leq n-1} v_{i} v_{i+j} \\
& =\sum_{0 \leq j \leq n-1} p_{j}\left(v_{0}, v_{1}, \ldots, v_{n-1}\right) \\
& =\sum_{0 \leq j \leq n-1} u_{j}=1 . \tag{2.7}
\end{align*}
$$

This completes the necessary part. In order to prove the sufficient part, firstly we prove that the mapping

$$
R: R(q(y))=q(y) q^{*}(y), q(y) \in \mathbb{F}_{2}[y] /\left(y^{n}-1\right)
$$

is one-one from $Q$ to $P$. For this, it is sufficient to prove that

$$
R^{\prime}: R^{\prime}\left(y_{0}, y_{1}, \ldots, y_{n-1}\right)=\left(p_{0}\left(y_{0}, y_{1}, \ldots, y_{n-1}\right), \ldots ., p_{n-1}\left(y_{0}, y_{1}, \ldots, y_{n-1}\right)\right)
$$

is one-one mapping from $Q^{\prime}$ to $P^{\prime}$, where

$$
p_{j}\left(y_{0}, y_{1}, \ldots, y_{n-1}\right)=\sum_{0 \leq i \leq n-1} y_{i} y_{i+j} \text { for } 1 \leq j \leq n-1
$$

and

$$
\begin{align*}
& P^{\prime}=\left\{\left(z_{0}, z_{1}, \ldots, z_{n-1}\right) \in \mathbb{F}_{2^{n}} \left\lvert\, \begin{array}{c}
\sum_{0 \leq i \leq n-1} z_{i}=1, \\
z_{0}=1 \text { and } \\
z_{i}=z_{n-i} \text { for } 1 \leq i \leq n-1 .
\end{array}\right.\right\}, \\
& Q^{\prime}=\left\{\left(y_{0}, y_{1}, \ldots, y_{n-1}\right) \in \mathbb{F}_{2^{n}} \left\lvert\, \begin{array}{c}
y_{0}=1, y_{n-1}=1, \\
y_{2}=0, y_{n-2}=0 \text { and } \\
y_{i}=y_{n-i} \text { for } 1 \leq i \leq n-1 .
\end{array}\right.\right\} . \tag{2.8}
\end{align*}
$$

Now, we show that the Boolean system in equation (2.4) is linear for $\left(y_{0}, y_{1}, \ldots, y_{n-1}\right) \in$ $Q^{\prime}$. In order to prove this, we consider the following cases:
Case I. For $1 \leq j \leq n-1,(j, 2)>1$, the $n$ items $y_{i} y_{i+j}$ in

$$
\begin{equation*}
p_{j}\left(y_{0}, y_{1}, \ldots, y_{n-1}\right)=\sum_{0 \leq i \leq n-1} y_{i} y_{i+j} \tag{2.9}
\end{equation*}
$$

can be seperated into $\frac{n-1}{2}$ pairs and one term remains unpaired. These pairs are $y_{i} y_{i+j}$, $y_{(n-i-1-j)} y_{n-i-1}$ and the unpair term is $y_{\frac{(n-1-j)}{2}} y_{\frac{(n+j-1)}{2}+j}$. Since $\left(y_{0}, y_{1}, \ldots, y_{n-1}\right) \in Q^{\prime}$ therefore $y_{i}=y_{n-i,} y_{i+j}=y_{n-i-j}$ for $i \neq 0$. Thus $y_{0} y_{j}=y_{j}$ and $y_{n-i} y_{n-1}=y_{n-1}$. As $(j, 2)>1$, therefore $j$ must be even. The pairs $y_{i} y_{i+j}, y_{(n-i-1-j)} y_{n-i-1}$ are different for all $i \geq n-(j+1) / 2, i \leq(n-j) / 2$ and hence the congruence equation $i \equiv n-i-$ $1-j(\bmod n)$ has solution which is not possible for even $j$.

Therefore, we have

$$
\begin{align*}
p_{j}\left(y_{0}, y_{1}, \ldots, y_{n-1}\right)= & \sum_{0 \leq i \leq n-1} y_{i} y_{i+j} \\
= & \sum_{\substack{0 \leq i \leq(n-j) / 2, i \geq n-(j+1) / 2, i \neq 0, n-j}} y_{i} y_{i+j}+y_{n-i-1-j} y_{n-i-1} \\
& +y_{0} y_{j}+y_{n-1-j} y_{n-1}+y_{0} y_{n-j}+y_{n-1-(n-j)} y_{n-1}+ \\
& +y_{\left.\frac{(n-1-j)}{2}\right)} y_{\frac{(n+j-1)}{2}+j}^{2} \\
= & y_{j}+y_{j-1}+y_{\frac{(n-1-j)}{2}} y_{\frac{(n+j-1)}{2}+j} . \tag{2.10}
\end{align*}
$$

Case II. For $1 \leq j \leq n-1,(j, 2)=1$ there are two solutions $i=(n-j) / 2, n-(j+1) / 2$ of the equation $i \equiv n-i-1-j(\bmod n)$. In this case the pairs $y_{i} y_{i+j}, y_{(n-i-1-j)} y_{n-i-1}$ are equal and hence their sum over $\mathbb{F}_{2}$ is zero. Therefore,

$$
p_{j}\left(y_{0}, y_{1}, \ldots, y_{n-1}\right)=\sum_{0 \leq i \leq n-1} y_{i} y_{i+j}
$$

can be seperated into $\frac{(n-3)}{2}+1$ pairs and remaining one term left unpaired. Since $j$ is odd, therefore

$$
\begin{aligned}
p_{j}\left(y_{0}, y_{1}, \ldots, y_{n-1}\right)= & \sum_{0 \leq i \leq n-1} y_{i} y_{i+j} \\
= & \sum_{\substack{0 \leq i<(n-j) / 2, i>n-(j+1) / 2, i \neq 0, n-j}} y_{i} y_{i+j}+y_{n-i-1-j} y_{n-i-1} \\
& +y_{(n-j) / 2} y_{j}+y_{n-1-j} y_{n-1}+y_{0} y_{n-j}+y_{n-1-(n-j)} y_{n-1} \\
& +y_{\frac{(n-1-j)}{2}} y_{\frac{(n+j-1)}{2}+j}^{2} \\
= & y_{j}+y_{j-1}+y_{\frac{n-j}{2}}+y_{\frac{j-1}{2}}+y_{\frac{j+1}{2}} .
\end{aligned}
$$

Case III. For $j=0$, clearly $y_{i}+y_{n-1-i}=0$ and $y_{n}+y_{n-1}=1$ as $\left(y_{0}, y_{1}, \ldots, y_{n-1}\right) \in Q^{\prime}$. This implies that $p_{0}\left(y_{0}, y_{1}, \ldots, y_{n-1}\right)=1$.
Combining the above cases, for $\left(y_{0}, y_{1}, \ldots, y_{n-1}\right) \in Q^{\prime}$ we have the following set of equations:

$$
\begin{gather*}
z_{0}=p_{0}\left(y_{0}, y_{1}, \ldots, y_{n-1}\right)=1 \\
z_{1}=p_{1}\left(y_{0}, y_{1}, \ldots, y_{n-1}\right)=y_{1}+y_{\frac{n-1}{2}} \\
z_{2}=p_{2}\left(y_{0}, y_{1}, \ldots, y_{n-1}\right)=y_{2}+y_{1} \\
z_{3}=p_{3}\left(y_{0}, y_{1}, \ldots, y_{n-1}\right)=y_{3}+y_{\frac{n-3}{2}}^{2}+y_{2}+y_{1} \\
z_{4}=p_{4}\left(y_{0}, y_{1}, \ldots, y_{n-1}\right)=y_{4}+y_{3}+y_{1} \\
z_{5}=p_{5}\left(y_{0}, y_{1}, \ldots, y_{n-1}\right)=y_{5}+y_{\frac{n-5}{2}}+y_{4}+y_{3}+y_{2} \\
\vdots \\
z_{j}=p_{j}\left(y_{0}, y_{1}, \ldots, y_{n-1}\right)=y_{j}+y_{j-1}+y_{\frac{j-1}{2}}, \text { where } n \text { is even }(\geq 2)  \tag{2.11}\\
z_{j}=p_{j}\left(y_{0}, y_{1}, \ldots, y_{n-1}\right)=y_{j}+y_{j-1}+y_{\frac{n-j}{2}}+y_{\frac{j-1}{2}}+y_{\frac{j+1}{2}}, \text { where } n \text { is odd }(\geq 3) .
\end{gather*}
$$

Therefore, the set of equations (2.11) concludes that

$$
\begin{align*}
\sum_{1 \leq j \leq n-1,(j, 2)=1} z_{j} & =p_{1}+p_{2}+\ldots+p_{n-1} \\
& =\sum_{1 \leq i \leq n-1,(i, 2)=1} y_{i}+\sum_{1 \leq i \leq n-1,(i, 2) \neq 1} y_{i} \\
& =1 . \tag{2.12}
\end{align*}
$$

Thus, for all $\left(y_{0}, y_{1}, \ldots, y_{n-1}\right) \in Q^{\prime}$ the system of equations $R^{\prime}\left(y_{0}, y_{1}, \ldots, y_{n-1}\right) \in P^{\prime}$, that is, for all $q(y) \in Q^{\prime}$ the system of equations $R(q(y)) \in P$. Therefore, equations (2.11) and (2.12) show that $R(q(y))$ coefficients are different for different $q(y) \in Q$. Thus we get $R(Q)=P$ and it has unique factorization $p=q \cdot q^{*}$ for some $q \in Q$.
Lemma 2.2 Let $n$ be an odd positive integer such that

$$
f_{u}(x)=\sum_{0 \leq i \leq n-1} u_{i} x^{i} \in \mathbb{F}_{2}[x] /\left(x^{n}-1\right)
$$

and

$$
f_{v}(x)=\sum_{0 \leq i \leq n-1} v_{i} x^{i} \in \mathbb{F}_{2}[x] /\left(x^{n}-1\right)
$$

be symmetric polynomials with $u_{0}=1, v_{0}=1, \sum u_{i}=1$ and $\sum v_{i}=1$. Also, we suppose that

$$
\begin{equation*}
f_{w}(x)=f_{u}(x) f_{v}(x)=\sum_{0 \leq i \leq n-1} w_{i} x^{i} \in \mathbb{F}_{2}[x] /\left(x^{n}-1\right) \tag{2.13}
\end{equation*}
$$

then

$$
\begin{equation*}
\sum_{1 \leq i \leq \frac{n-1}{2},(i, 2)=1} w_{i}=\sum_{1 \leq i \leq \frac{n-1}{2},(i, 2)=1}\left(u_{i}+v_{i}\right) \tag{2.14}
\end{equation*}
$$

and $w_{0}=1, \sum w_{i}=1$.
Proof Since $f_{u}(x)$ and $f_{v}(x)$ are symmetric polynomials, therefore by [Lemma 2.4, 20], $f_{w}(x)$ is also symmetric polynomial. For symmetric polynomial $f_{u}(x)$, we have

$$
\sum_{1 \leq i \leq \frac{n-1}{2},(i, 2)=1} u_{i}=\sum_{\frac{n+1}{2} \leq i \leq n-1,(i, 2)=2} u_{i},
$$

and

$$
\sum_{1 \leq i \leq \frac{n-1}{2},(i, 2)=2} u_{i}=\sum_{\frac{n+1}{2} \leq i \leq n-1,(i, 2)=1} u_{i} .
$$

Also, for symmetric polynomial $f_{v}(x)$, we have

$$
\sum_{1 \leq i \leq \frac{n-1}{2},(i, 2)=1} v_{i}=\sum_{\frac{n+1}{2} \leq i \leq n-1,(i, 2)=2} v_{i}
$$

and

$$
\sum_{1 \leq i \leq \frac{n-1}{2},(i, 2)=2} v_{i}=\sum_{\frac{n+1}{2} \leq i \leq n-1,(i, 2)=1} v_{i}
$$

Since $n$ is odd, therefore, the even exponent terms in $\sum_{0 \leq i \leq n-1} w_{i} x^{i}$ are obtained by multiplying the coefficients of $u_{j} x^{j}$ in $f_{u}(x)$ and $v_{k} x^{k}$ in $f_{v}(x)$ under the condition $j \equiv k(\bmod 2)$. Therefore,

$$
\begin{align*}
\sum_{1 \leq i \leq \frac{n-1}{2},(i, 2)=1} w_{i}= & 2 \sum_{1 \leq j \leq \frac{n-1}{2},(j, 2)=1} u_{j} \sum_{1 \leq k \leq \frac{n-1}{2},(i, 2)=1} v_{k} \\
& +2 \sum_{1 \leq j \leq \frac{n-1}{2},(j, 2)=2} u_{j} \sum_{1 \leq k \leq \frac{n-1}{2},(k, 2)=2} v_{k} \\
& +\sum_{1 \leq i \leq \frac{n-1}{2},(i, 2)=1} u_{i}+\sum_{1 \leq i \leq \frac{n-1}{2},(i, 2)=1} v_{i}  \tag{2.15}\\
= & \sum_{1 \leq i \leq \frac{n-1}{2},(i, 2)=1}\left(u_{i}+v_{i}\right) .
\end{align*}
$$

Also for $u_{0}=1, v_{0}=1$ we have $w_{0}=1$. Since $\sum u_{i}=1$ and $\sum v_{i}=1$, therefore, the number of terms in $f_{u}(x)$ and $f_{v}(x)$ are odd and hence the polynomial $f_{w}(x)=$ $f_{u}(x) . f_{v}(x)$ will also have odd number of terms. This concludes that $\sum w_{i}$ is also equal to 1 .
Theorem 2.3: Let $n \geq 3$ be odd positive integer then their exists a normal element $\alpha$ of $\mathbb{F}_{2^{n}}$ over $\mathbb{F}_{2}$ coresponding to vector $u=\left(u_{0}, u_{1}, u_{2}, \ldots, u_{n-1}\right) \in \mathbb{F}_{2^{n}}$ such that $u_{i}=\operatorname{Tr}_{2^{n} \mid 2}\left(\alpha^{2^{2 i}-2^{i}+1}\right)$ for $0 \leq i \leq n-1$ if and only if $u$ is symmetric with $u_{0}=1$, and $\sum u_{i}=1$.
Proof : Since $\alpha$ is a normal element of $\mathbb{F}_{2^{n}}$ over $\mathbb{F}_{2}$ and its corresponding vector is $u=\left(u_{0}, u_{1}, u_{2}, \ldots, u_{n-1}\right) \in \mathbb{F}_{2^{n}}$, then

$$
\begin{equation*}
u_{0}=T r_{2^{n} \mid 2}\left(\alpha^{2^{2 \times 0}-2^{0}+1}\right)=T r_{2^{n} \mid 2}(\alpha)=1 \tag{2.16}
\end{equation*}
$$

and

$$
\begin{equation*}
u_{i}=\operatorname{Tr}_{2^{n} \mid 2}\left(\alpha \cdot \alpha^{2^{2 i}-2^{i}}\right)=\operatorname{Tr}_{2^{n} \mid 2}\left(\alpha \cdot \alpha^{2^{2(n-i)}-2^{n-i}}\right)=u_{n-i} \tag{2.17}
\end{equation*}
$$

for all $1 \leq i \leq n-1$. Suppose

$$
s=\sum_{0 \leq i \leq n-1,(i, 2)=1} \alpha^{2^{2 i}-2^{i}+1}
$$

and

$$
t=\sum_{0 \leq j \leq n-1,(j, 2)=2} \alpha^{2^{2 j}-2^{j}+1}
$$

then $s+t=1$. Also, $\operatorname{Tr}_{2^{n} \mid 2}(\alpha)=u_{0}=1$. Therefore,

$$
\begin{align*}
\sum u_{i} & =\sum_{0 \leq i \leq n-1,(i, 2)=1} \alpha^{2^{2 i}-2^{i}+1}+\sum_{0 \leq j \leq n-1,(j, 2)=2} \alpha^{2^{2 j}-2^{j}+1}  \tag{2.18}\\
& =1
\end{align*}
$$

In order to prove the sufficient part we consider that the vector $u=\left(u_{0}, u_{1}, u_{2}, \ldots, u_{n-1}\right)$ $\in \mathbb{F}_{2^{n}}$ which satisfies the conditions $u_{0}=1, u_{i}=u_{n-i}$ for all $1 \leq i \leq n-1, \sum u_{i}=1$, and

$$
u_{i}=T r_{2^{n} \mid 2}\left(\alpha^{2^{2 i}-2^{i}+1}\right), 0 \leq i \leq n-1
$$

The corresponding polynomial to $u_{i}$ is

$$
f_{u}(x)=\sum_{0 \leq i \leq n-1} u_{i} x^{i}
$$

Normal basis theorem [14] states that there exists a normal element $\beta$ corresponding to $\mathbb{F}_{2^{n}}$ over $\mathbb{F}_{2}$. Therefore,

$$
f_{v}(x)=\sum_{0 \leq i \leq n-1} v_{i} x^{i}
$$

is the polynomial corresponding to the normal element $\beta$, where the $v_{i}$ coefficients of the polynomial are given by

$$
v_{i}=\operatorname{Tr}_{2^{n} \mid 2}\left(\beta^{2^{2 i}-2^{i}+1}\right)
$$

It follows that $v_{0}=1, \sum v_{i}=1$. This concludes that $f_{v}(x)$ is symmetric and hence $\left(f_{v}(x), x^{n}-1\right)=1$. The [Lemma 2.3, 20] suggests that $f_{v}^{-1}(x)=\sum_{0 \leq i \leq n-1} v_{i}^{\prime} x^{i}$ is also symmetric with $v_{0}^{\prime}=1$ and relatively prime to $x^{n}-1$. Also, for the polynomial ring $\mathbb{F}_{2}[x] /\left(x^{n}-1\right)$, we have

$$
\begin{equation*}
f_{v}(x) f_{v}^{-1}(x)=1 \tag{2.19}
\end{equation*}
$$

Using (2.19) and Lemma 2.2, we obtain

$$
\sum_{1 \leq i \leq n-1,(i, 2)=1} v_{i}+v_{i}^{\prime}=0
$$

This implies that

$$
\sum_{1 \leq i \leq n-1,(i, 2)=1} v_{i}^{\prime}=\sum_{1 \leq i \leq n-1,(i, 2)=1} v_{i}=1
$$

Since $f_{u}(x), f_{v}^{-1}(x)$ are symmetric. Therefore by [Lemma 2.4, 20]

$$
\begin{equation*}
p(x)=f_{u}(x) f_{v}^{-1}(x)=\sum_{0 \leq i \leq n-1} p_{i} x^{i} \in \mathbb{F}_{2}[x] \mid\left(x^{n}-1\right) \tag{2.20}
\end{equation*}
$$

is also symmetric. Using Lemma 2.2, we have $p_{0}=1, \sum p_{i}=1$ and

$$
\sum_{1 \leq i \leq n-1,(i, 2)=1} p_{i}=\sum_{1 \leq i \leq n-1,(i, 2)=1} v_{i}^{\prime}+u_{i}=0
$$

This concludes that $p(x) \in P$ as discussed in Theorem 2.1, and hence $p(x)$ has unique factorization $q(x) q^{*}(x)$. Therefore the solution of

$$
q(x)=\sum_{0 \leq i \leq n-1} w_{i} x^{i} \in Q
$$

is also the solution of $p(x)$. Let $\alpha=\sum_{0 \leq i \leq n-1} w_{i} \beta^{2^{i}}$, then according to the [Theorem 2.2.6, 20], $\alpha$ is a normal element of $\mathbb{F}_{2^{n}}$ over $\mathbb{F}_{2}$ and using [Theorem 2.5, 20] in (2.20), we obtain

$$
\begin{equation*}
f_{u}(x)=f_{v}(x) g(x) g^{*}(x) \tag{2.21}
\end{equation*}
$$

which concludes that the corresponding vector for the normal element $\alpha$ is $\left(u_{0}, u_{1}, u_{2}, \ldots, u_{n-1}\right)$.

## Algorithm :

The following algorithm is used to find a normal element of $\mathbb{F}_{2^{n}}$ over $\mathbb{F}_{2}$ corresponding to a given vector $u_{i}=T r_{2^{n} \mid 2}\left(\alpha^{2 i}-2 i+1\right)$ for all $0 \leq i \leq n-1$.
Input: $u=\left(u_{0}, u_{1}, \ldots, u_{n-1}\right) \in \mathbb{F}_{2^{n}}$.

1. Take $n$ as odd, we check whether $\left(u_{0}, u_{1}, \ldots, u_{n-1}\right) \in \mathbb{F}_{2^{n}}$ satisfies $u_{0}=1, u_{i}=u_{n-i}$ for $1 \leq i \leq n-1$ and $\sum u_{i}=1$. If this is not the case then output "There is not such a normal element".
2. Find a normal element $\beta$ of $\mathbb{F}_{2^{n}}$ over $\mathbb{F}_{2}$.
3. Compute the vector set $\left(v_{0}, v_{1}, \ldots, v_{n-1}\right)$ where $v_{j}=T r_{2^{n} \mid 2}\left(\alpha^{2^{2 j}-2 j+1}\right)$ for all $0 \leq j \leq$
$n-1$.
4. Use the Standard Extended Division algorithm to compute $f_{v}^{-1}(x)\left(\bmod x^{n}-1\right)$, where $f_{v}(x)=\sum_{0 \leq i \leq n-1} v_{j} x^{j}$.
5. For odd $n$ solve the linear system (2.11) to find the unique solution of $q(x)=$ $\sum_{0 \leq i \leq n-1} w_{i} x^{i} \in Q$ of $p(x)=f_{u}(x) f_{v}^{-1}(x)=q(x) q^{*}(x)$, where $w_{i}=p_{2 i(\bmod n)}$.
Output: A normal element $\alpha$ of $\mathbb{F}_{2^{n}}$ over $\mathbb{F}_{2}$ exists and of the form $\sum_{0 \leq i \leq n-1} w_{i} \beta^{i}$.
Example : Find a normal element $\alpha$ for the symmetric vector $u=\left(u_{0}, u_{1}, u_{2}, \ldots, u_{6}\right) \in$ $\mathbb{F}_{2^{7}}$ such that $u_{i}=T r_{2^{n} \mid 2}\left(\alpha^{2^{2 i}-2^{i}+1}\right)$ for $0 \leq i \leq 6, u_{0}=1$ and $\sum u_{i}=1$.
Solution Since $u_{0}=1$ and $\sum u_{i}=1$. Therefore, possible values of $u$ are

$$
\begin{aligned}
u= & (1,1,0,0,0,0,1),(1,0,0,0,0,0,0),(1,1,1,1,1,1,1),(1,1,1,0,0,1,1),(1,0,1,0,0,1,0) \\
& (1,0,0,1,1,0,0),(1,0,1,1,1,1,0),(1,1,0,1,1,0,1)
\end{aligned}
$$

Let us find the normal element for the vector $u=(1,1,0,0,0,0,1)$. By using Theorem 2.3 , let $\beta=\gamma^{6}+\gamma+1$ be the normal element of $\mathbb{F}_{2^{7}}$ over $\mathbb{F}_{2}$ and

$$
\begin{equation*}
v_{j}=\operatorname{Tr}_{2^{n} \mid 2}\left(\beta^{2^{2 j}-2^{j}+1}\right) \tag{2.22}
\end{equation*}
$$

for $0 \leq j \leq 6$. Then the corresponding symmetric vector of above Boolean function is

$$
\begin{equation*}
v=\left(v_{0}, v_{1}, v_{2}, v_{3}, v_{4}, v_{5}, v_{6}\right)=(1,0,1,1,1,1,0) \tag{2.23}
\end{equation*}
$$

Therefore, the polynomial formed by this vector $v$ is given by

$$
f_{v}(x)=\sum_{0 \leq i \leq n-1} v_{i} x^{i}=1+x^{2}+x^{3}+x^{4}+x^{5}
$$

Using greatest common divisor algorithm, the inverse of the polynomial $f_{v}(x)\left(\bmod x^{7}-\right.$
$1)$ is

$$
f_{v}^{-1}(x)=x^{4}+x^{3}+1
$$

Also, from the vector $u$, the polynomial is

$$
f_{u}(x)=x^{6}+x+1
$$

Therefore,

$$
f_{u}(x) f_{v}^{-1}(x)\left(\bmod x^{7}-1\right)=p(x)(\text { say })
$$

That is

$$
\begin{align*}
p(x) & =\left(1+x+x^{6}\right)\left(x^{4}+x^{3}+1\right)\left(\bmod x^{7}-1\right) \\
& =x^{6}+x^{5}+x^{2}+x+1 \tag{2.24}
\end{align*}
$$

Using the polynomial (2.24) and $w_{i}=p_{2 i(\bmod n)}$ from [Theorem 2.9, 20] we obtain the values of vector $w$ as

$$
w_{0}=1, w_{1}=1, w_{2}=0, w_{3}=1, w_{4}=1, w_{5}=0, w_{6}=1
$$

Let

$$
q(x)=\sum_{0 \leq i \leq n-1} w_{i} x^{i} \in Q
$$

Then

$$
\begin{align*}
q(x) q^{*}(x) & =\left(1+x+x^{3}+x^{4}+x^{6}\right)\left(x^{7}+x^{6}+x^{4}+x^{3}+x\right) \\
& =1+x+x^{2}+x^{5}+x^{6} \tag{2.25}
\end{align*}
$$

Therefore, (2.24) and (2.25) show that $p(x)=q(x) q^{*}(x)$, that is, $f_{u}(x) f_{v}^{-1}(x)=$ $q(x) q^{*}(x)$. Thus, according to the Theorem 2.3 there exists a normal element

$$
\alpha=\sum_{0 \leq i \leq 6} w_{i} \beta^{2^{i}}=\sum_{0 \leq i \leq 6} w_{i}\left(\gamma^{6}+\gamma+1\right)^{2^{i}}=1+\gamma+\gamma^{2}+\gamma^{4}+\gamma^{6}
$$
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