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Abstract

Mathematical Modeling is all about describing deterministic and probabilistic sys-
tem. In probabilistic system, the behaviour is determined by random events. Ran-
dom number generations are vital in mathematical modeling and simulation. The
cumulative distribution function of uniform distribution, exponential distributions
etc. are playing an important role in mathematical modeling and simulation. In
this paper, we will present a review of analytical study of some aspects of math-
ematical modeling of probability distribution in testing of hypothesis with some
examples using simulation with impetus of random number generations and inverse
transform techniques.
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1. Introduction

Introduction System is a set of principles or procedures according to which something

is done. Model is a description of the action of building something and working of some

system of interest. A model is similar to but then the system it describes. Simulation

is the process of planning a model of an actual system and carry out experiments with

this model for the purpose of either of understanding the behaviour of the system or of

evaluating various movements for the operation of system. Mathematical model is a set

of equations that entitled an actual system. That system could be any particular part

of natural world . from the movement of molecules in a balloon, to the relation among

neurons in your brain, to the relation among species in an ecosystem. In this paper, we

present a review of analytical study of some aspects of mathematical modeling of prob-

ability distribution in testing of hypothesis with deterministic problem using simulation

with impetus of random number generations and inverse transform techniques [1].

1.1 Probability Distribution

Let X be a continuous random variable which takes values x. The probability that the

random variable X takes the value x is defined as the probability distribution of X. It

is denoted by f(x). Properties of probability distribution are f(x) ≥ 0, for all values of

x and Σf(x) = 1.

1.2 Uniform Distribution

A random variable X is said to have a continuous rectangular (uniform) distribution

over an interval (a, b) i.e. (−∞ < a < b < ∞) if its probability density function [3] is

given by,

f(x; a, b) =


1l
b−a , if a < x < b

denoted by u(a, b)
0 otherwise

The cumulative distribution function F (x) is given by [1, 3]:

F (x) =


0 x ≤ a

x−a
b−a , a < x < b

1 x ≥ b

Graphical relationship between uniform continuous random variable and its pdf:
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The mean of uniform distribution is E(X) = 1
z (a+b), where a and b are two parameters

which are its maximum and minimum values. The variance of uniform distribution is

V (X) = 1
12(b− a)2.

1.3 Exponential Distribution

A random variable X is said to have an exponential distribution with parameter θ > 0

and its probability density function [1] is given by

f(x, θ) =


θe−θx, x ≥ 0

0, otherwise

The cumulative distribution function F (x) is given by

F (x) =


1− exp(−θx), ≥ 0

0, otherwise
.

The mean of the exponential distribution is E(X) = 1
λ and the variance of the expo-

nential distribution is

V (X) = E(X2) =
2

λ2
− 1

λ2
=

1

λ2
.

1.4 Inverse Transform Technique

The procedure for the inverse-transformation illustrated by the exponential distribution

is:

Step-1 : Calculate the cdf of the desiring random variable X. For the exponential

distribution, the cdf is F (X) = 1− e−λx, x ≥ 0.

Step-2 : Set F (X) = R on the range of X.
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For the exponential distribution, it becomes 1 − e−λx = R on the Range X ≥ 0. X is

a random variable (with the exponential distribution in this case), so 1− e−λx is also a

random variable, here called R. It is clear that R has a uniform distribution over the

interval [0,1].

Step-3 : Solve the equation F (X) = R for X in terms of R. For the exponential

distribution, the solution proceeds as follows: X = − 1
λ ln(1 − r). Equation is called

a random variate generator for the exponential distribution. In general, equation is

written as X = F−1(Ri).

Step-4 : Now generate uniform random numbers R1, R2, R3, · · · and compute the

aspired random variates by Xi = F−1(Ri). For the exponential case, F−1(R) =

− 1
λ ln(1 − R) by the equation, so Xi = − 1

λ ln(1 − R). For i = 1, 2, · · · . One trans-

lation that is usually enrol in equation is so replace 1−Ri by Ri to give Xi = − 1
λ ln Ri.

This possibility is proved to be right by the fact that both Ri and 1−Ri are uniformly

distributed on [0,1].

2. Illustrative Example

Monte Carlo was first introduced in World War II by a scientist working on an atom

bomb since then it was named as Monte Carlo. Monte Carlo simulation is one of the

frequently used examples of simulation. To generate a model this method uses a large

number of random numbers. Even a complex or difficult system can be easily translated.

2.1 Area Under Curve

Here we will construct a probabilistic model of a deterministic system. Particularly we

will use a simulation to estimate the area under the curve y =
√

1− x2 over the interval

[−1, 1]. This curve forms the top half of a circle with radius 1, so the area under the

curve is exactly π/2. This simulation could also be seen as a way of estimating the value

of π. A graph of the curve is shown in figure along with a rectangle of height h = 1 and

width w = 2 drawn around it. In the simulation, we will randomly pick points inside

the rectangle and determine whether each one is above or below the curve. We will then

estimate the area under the curve using the relationship

Area under the curve ≈ Number of points under the curve

Total nuber of points
∗ Area of rectangle.
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1. Randomly pick 200 points inside the rectangle.

2. Determine whether each point lies under the curve.

3. Count the number of points under the curve.

4. Repeat for a total of 20 trials.

Figure 1.3

3 Conclusion

In this paper we demonstrate the deterministic problem by mathematical modeling of

probability distribution with testing of hypothesis with simulation .Analytical and sim-

ulation results are matched up to the desired degree of accuracy. This technique may

be used where analytical solutions are not possible.
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