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Abstract

The Vajda (1973) and Bhattacharyya (1943) information measures are considered
as a two different types of information measures, parametric and non-parametric re-
spectively. The Vajda information measure depends on a parameter α under which
a family of measure can be derived from. One main objective of this paper is to
look for the best range of α and the corresponding range of sample size n under
which the random variable belonging to Poisson or binomial distributions can be
approximated by a random variable following the normal distribution in the sense
of the central limit theorem, and a random variable belonging the Poisson distribu-
tion can be approximated by a random variable following the binomial distribution
based on the concept of the relative loss in information due to approximation. The
same concept of approximating between random variables that belonging to differ-
ent statistical distributions is applied to Bhattacharyya information measure with
the purpose of determining the sample size n for which the relative loss in informa-
tion measure is less than a given accuracy level ε.
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